
Iranian Journal of Mathematical Sciences and Informatics
Vol. 16, No. 1 (2021), pp 145-168
DOI:10.29252/ijmsi.16.1.145

Application of Tau Approach for Solving Integro-Differential
Equations with a Weakly Singular Kernel

Ruhangiz Azimia, Reza Pourgholib∗, Ali Tahmasbic

a Adib Mazandaran Non-Profit Institute for Higher Education,
Mazandaran, Iran.

b School of Mathematics and Computer Science, Damghan University of Basic
Science, Damghan, Iran.

c Department of Mathematics, University of Science and Technology of
Mazandaran, Behshahr, Iran.

E-mail: ruhangiz.azimi@gmail.com
E-mail: pourgholi@du.ac.ir

E-mail:tahmasbi@mazust.ac.ir

Abstract. In this work, the convection-diffusion integro-differential equa-
tion with a weakly singular kernel is discussed. The Legendre spectral
tau method is introduced for finding the unknown function. The pro-
posed method is based on expanding the approximate solution as the
elements of a shifted Legendre polynomials. We reduce the problem to a
set of algebraic equations by using operational matrices. Also the conver-
gence analysis for shifted Legendre polynomials and error estimation for
tau method have been discussed and approved with the exact solution.
Finally, several numerical examples are given to demonstrate the high
accuracy of the method.

Keywords: Shifted Legendre tau method, Weakly singular kernel, Integro-
differential equation, Convection-diffusion equation.

2020 Mathematics subject classification: 65R20, 45D05.

∗Corresponding Author

Received 27 January 2018; Accepted 19 February 2020
©2021 Academic Center for Education, Culture and Research TMU

145



146 R. Pourgholi, A. Tahmasbi, R. Azimi

1. Introduction

It is well known that the spectral methods are very useful for the numerical
solution of many kinds of differential and integral equations especially with
smooth solutions [6, 7, 12, 23]. Spectral methods have been studied intensively
in the last two decades because of their good approximation properties.

An operational technique for the numerical solution of nonlinear ordinary
differential equations based on the tau method [18], is presented by Ortiz and
Samara [19]. This method, through which the spectral methods can be de-
scribed as special case, as shown in [20, 21, 10], has found extensive applica-
tion for numerical solution of many operator equations in recent years. Many
authors have been used this method for solving various types of equations
[19, 20, 21, 10, 13, 14, 15, 8, 11]. Authors of [1] used this method for the
system of nonlinear volterra integro-differential equations.

In this Letter, we consider the Legendre spectral tau method for solving
the convection-diffusion integro-differential equation with a weakly singular
kernel. Many phenomena in various fields of biology , physics, engineering in-
cluding space and time variables, are modeled by partial differential equations.
The convection-diffusion equation describes the flow of heat, particles, or other
physical quantities in situations where there is both diffusion and convection.
The term diffusion means the movement of a substance down a concentration
gradient, whereas convection means the movement of molecules within fluids.

In this paper the following convection-diffusion integro-differential equation
with a weakly singular kernel is considered [24]

ut(x, t) + aux(x, t)− buxx(x, t) =

∫ t

0

K(t− s)u(x, s)ds+ f(x, t) (1.1)

where, a and b are considered to be positive constants quantifying the advection
(convection) and diffusion processes, respectively. The integral term is called
memory term, the kernel is a weakly singular kernel.

K(t− s) = (t− s)−α, 0 < α < 1,

subject to the initial condition

u(x, 0) = g0(x), 0 ≤ x ≤ l, (1.2)

and the boundary conditions

u(0, t) = f0(t), u(l, t) = f1(t), t ≥ 0, (1.3)

where, g0(x), f0(t), f1(t) are known functions and f(x, t) is a given smooth
function. If the memory term is zero, then (1.1) reduces to more general inho-
mogeneous convection- diffusion equation given by

ut(x, t) + a ux(x, t)− b uxx(x, t) = f(x, t), 0 ≤ x ≤ l, t > 0.
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The source term f(x, t) , accounts for an insertion or extraction of mass of
the system as it evolves with time. Specifically, f(x, t) represents the time rate
of change of concentration due to external factors, such as a source or a sink.

The Legendre spectral tau method in time with Fourier approximation in
space is proposed in [25]. A space-time spectral element method for second-
order hyperbolic equations and nonlinear advection-diffusion problems is pre-
sented in [27] and [3]. In [24] the approximate solution of convection-diffusion
integro-differential equation with a weakly singular kernel is proposed using
cubic B-spline collection method.

The main goal of this paper is to present an efficient numerical algorithm
for the solution of convection-diffusion weakly singular integro-differential equa-
tion. The Legendre spectral tau method, consist of reducing the problem to
a set of algebraic equation by expanding the approximate solution u(x, t) as
shifted Legendre polynomials with unknown coefficient. The operational ma-
trices of integral and differential parts appearing in equation are given. These
matrices are utilized to evaluate the unknown coefficients of shifted Legendre
polynomials.

The rest of this article is organized as follows. In section 2, we describe the
basic formulation of shifted Legendre polynomials. In section 3, we construct
the operational matrices of Legendre polynomials. Section 4, by using Legendre
spectral tau method we construct and develop an algorithm for the solution of
the two-sided space and time convection-diffusion integro-differential equation
with boundary conditions. We discuss the convergence analysis for the pro-
posed function approximation and error estimation for tau method in section
5. In section 6, some illustrative numerical experiments are given. The paper
ends with some conclusions in section 7.

2. Properties of Shifted Legendre Polynomials

It is well-known that the classical Legendre polynomials are defined on the
interval [−1, 1] and can be determined with the aid of the following recurrence
formulae

L0(z) = 1, L1(z) = z,

Li+1(z) =
2i+ 1

i+ 1
z Li(z)−

i

i+ 1
Li−1(z), i = 1, 2, . . . .

Assume z ∈ [za, zb] and let z∼ =
2z − za − zb

zb − za
. Then {Li(z

∼)} are called the
shifted Legendre polynomials on [za, zb]. In this paper, we mainly consider the
shifted Legendre polynomials defined on [0, l] .
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For x ∈ [0, l], let Ll,i(x) = Li(
2x− l

l
), i = 0, 1, 2, . . . . Then the shifted

Legendre polynomials {Ll,i(x)} are defined by

Ll,0(x) = 1,

Ll,1(x) =
2x− l

l
,

Ll,i+1(x) =
(2i+ 1)(2x− l)

(i+ 1)l
Ll,i(x)−

i

i+ 1
Ll,i−1(x), i = 1, 2, . . . .

The set of Ll,i(x) is a complete L2(0, l)-orthogonal system, namely∫ l

0

Ll
i(x)L

l
j(x)dx =


l

2i+ 1
, i = j,

0, i ̸= j.

So we define Πm = span {Ll,0, Ll,1, . . . , Ll,m}. Thus, for any y(x) ∈ L2(0, l),
we write

y(x) =

∞∑
j=0

cjLl,j(x),

where the coefficients cj are given by

cj =
2j + 1

l

∫ l

0

y(x)Ll,j(x)dx, j = 0, 1, 2, . . . . (2.1)

In practice, only the first (m+ 1)− terms of shifted Legendre polynomials are
considered.

Hence we can write

ym(x) =

m∑
j=0

cjLl,j(x),

which alternatively may be written in the matrix form:

ym(x) = CTΦl,m(x), CT = [c0, c1, . . . , cm] ,

with

Φl,m(x) = [Ll,0, Ll,1, . . . , Ll,m]
T
= V Xx, (2.2)

where V is the coefficient matrix of shifted Legendre polynomials,

Xx =
[
1, x, x2, . . . , xm

]T
, (.)T stands for the transpose.

Similarly a function of two independent variables u(x, t) which is infinitely
differentiable for 0 ≤ x ≤ l and 0 ≤ t ≤ τ may be expressed in terms of the
double shifted Legendre polynomials as

un,m(x, t) =

∞∑
i=0

∞∑
j=0

ai,jLl,i(x)Lτ,j(t). (2.3)

If the infinite series in (2.3) is truncated, then it can be written as
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un,m(x, t) =

n∑
i=0

m∑
j=0

ai,jLl,i(x)Lτ,j(t) = ΦT
l,n(x)AΦτ,m(t), (2.4)

where the shifted Legendre vectors Φl,n(x) and Φτ,m(x) are defined similarly
to (2.2). Also the shifted Legendre coefficient matrix A is given by

A =


a00 a01 . . . a0m
a10 a11 . . . a1m
...

... . . .
...

an0 an1 . . . anm

 ,

where

ai,j =

(
2i+ 1

τ

)(
2j + 1

l

)∫ τ

0

∫ l

0

u(x, t)Lτ,i(t)Ll,j(x)dxdt, i = 0, 1, . . . , n.

(2.5)

3. Operational Matrices of Shifted Legendre Polynomials

Recently, operational matrices were adapted in several areas of numerical
analysis. They are very important for solving different kinds of problems in
various subjects such as integral equation [16, 26], fractional differential equa-
tion [2, 5, 22], integro differential equation [4, 9, 17]. In what follows, we make
the operational matrix of convection-diffusion partial integral equation of the
shifted Legendre vector.

3.1. Matrix representation of partial differential part. The derivative
of the vector Φl,m(x) can be expressed by

d

dx
Φl,m(x) = DΦl,m(x), (3.1)

where D is the (m+ 1)× (m+ 1) operational matrix of derivative given by

D = (di,j) =


2(2j + 1)

l
, forj = i− k, k =

{
1, 3, . . . ,m, if m odd,
1, 3, . . . ,m− 1, if m even.

0, otherwise.
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For example, for odd m, we have

D =
2

l



0 0 0 0 . . . 0 0 0

1 0 0 0 . . . 0 0 0

0 3 0 0 . . . 0 0 0

1 0 5 0 . . . 0 0 0
...

...
...

...
...

...
...

...
0 3 0 7 . . . 2m− 3 0 0

1 0 5 0 . . . 0 2m− 1 0


.

Theorem 3.1. Let Φl,m(x) be the shifted Legendre vector and un,m(x, t) =

ΦT
l,n(x)AΦτ,m(t) then

∂r

∂xr un,m(x, t) = ΦT
l,n(x)(D

T )rAΦτ,m(t). (3.2)

Proof. From equations (2.4) and (3.1) we have
∂r

∂xr un,m(x, t) =
∂r−1

∂xr−1

(
ΦT

l,n(x)D
TAΦτ,m(t)

)
=

∂r−2

∂xr−2

( ∂

∂x
ΦT

l,n(x)D
TAΦτ,m(t)

)
=

∂r−2

∂xr−2

(
ΦT

l,n(x)(D
T )2AΦτ,m(t)

)
...

=
∂

∂x

(
ΦT

l,n(x)(D
T )r−1AΦτ,m(t)

)
= ΦT

l,n(x)(D
T )rAΦτ,m(t).

□
Corollary 3.2. Let Φl,m(x) be the shifted Legendre vector and un,m(x, t) =

ΦT
l,n(x)AΦτ,m(t) then

∂r

∂tr
un,m(x, t) = ΦT

l,n(x)AD
rΦτ,m(t). (3.3)

3.2. Matrix representation of integral part.

Lemma 3.3. If Γ is the Gamma function, then we have∫ t

0

sm

(t− s)α
ds =

Γ(1− α)Γ(m+ 1)

Γ(m− α+ 2)
tm−α+1, m = 0, 1, 2, . . . .

Proof. With integration by parts and using Γ(α) = (α − 1)! it can easily be
obtained. □
Theorem 3.4. Let Φl,m(x) = V Xx be the shifted Legendre vector then∫ t

0

u(x, s)

(t− s)α
ds = ΦT

l,n(x)AV ΓKΦτ,m(t), (3.4)



Application of Tau approach for solving integro-differential equations · · · 151

where Γ is a diagonal matrix with elements

Γm,m =
Γ(1− α)Γ(i+ 1)

Γ(i− α+ 2)
, i = 0, 1, 2, . . . ,m,

and
K =

[
B0, B1, . . . , Bm

]T
, Bj =

[
tj,0, tj,1, . . . , tj,m],

which tj,i, i = 0, 1, . . . ,m is the coefficients of Lτ,i ,i = 0, 1, . . . ,m in expansion
of tj−α+1.

Proof.∫ t

0

u(x, s)

(t− s)α
ds =

∫ t

0

ΦT
l,n(x)AΦτ,m(s)

(t− s)α
ds

= ΦT
l,n(x)A

∫ t

0

[Lτ,0(s), Lτ,1(s), . . . , Lτ,m(s)]
T

(t− s)α
ds

= ΦT
l,n(x)A

∫ t

0

V [1, s, . . . , sm]
T

(t− s)α
ds

= ΦT
l,n(x)AV

[∫ t

0

1

(t− s)α
ds,

∫ t

0

s

(t− s)α
ds, . . . ,

∫ t

0

sm

(t− s)α
ds, . . .

]T
,

by using lemma (3.3) we can write∫ t

0

u(x, s)

(t− s)α
ds = ΦT

l,n(x)AV

[
Γ(1− α)Γ(1)

Γ(−α+ 2)
t−α+1,

Γ(1− α)Γ(2)

Γ(−α+ 3)
t−α+2,

. . . ,
Γ(1− α)Γ(m+ 1)

Γ(m− α+ 2)
tm−α+1, . . .

]T
= ΦT

l,n(x)AV ΓΠ, (3.5)

where Π =
[
t−α+1, t−α+2, . . . , tm−α+1, . . .

]T
. By approximating tj−α+1, j =

0, 1, . . . ,m, we get

tj−α+1 =

m∑
i=0

tj,iLτ,i(t) = BjΦτ,m(t),

Bj = [tj,0, tj,1, . . . , tj,m],

we obtain

Π = [B0Φτ,m(t), B1Φτ,m(t), . . . , BmΦτ,m(t)]T = KΦτ,m(t), (3.6)

K = [B0, B1, . . . , Bm, . . . ]T

By substituting (3.6) into (3.5) we obtain∫ t

0

u(x, s)

(t− s)α
ds = ΦT

l,n(x)AV ΓKΦτ,m(t). (3.7)

□
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4. The Legendre Spectral Tau Method

As we know, the convection-diffusion integro-differential equation with a
weakly singular kernel occur in many applications such as in the transport of
air and ground water pollutants, oil reservoir flow. The spectral method has
been an efficient tool for computing approximate solution of this equations
because of its high-order accuracy. For this method much fewer time and space
levels are needed to compute a smooth solution.

In this section, a new algorithm for solving this set of equations is proposed
based on Legendre spectral tau method in conjunction with the operational
matrices of partial differentiation part and operational matrix of weakly integral
part of the Legendre polynomials.

Let us start our algorithm to solve (1.1)-(1.3).
We assume that the functions f(x, t), g0(x), f0(t), f1(t), generally are poly-

nomial. Otherwise, we can approximate these functions by polynomials to any
degree of accuracy (by interpolation or Taylor series or other suitable method.)

Now, we approximate the functions f(x, t), g0(x), f0(t), f1(t) by the shifted
Legendre polynomials as

f(x, t) =

n∑
i=0

m∑
j=0

fi,jLl,i(x)Lτ,j(t) = ΦT
l,n(x)FΦτ,m(t),

g0(x) =

n∑
i=0

giLl,i(x) = ΦT
l,n(x)G,

f0(t) =

m∑
i=0

piLl,i(t) = PΦτ,m(t),

f1(t) =

m∑
i=0

riLl,i(t) = RΦτ,m(t), (4.1)

where F , G, P and R are known matrices which can be written as

P = [p0, p1, . . . , pm] , R = [r0, r1, . . . , rm] , G = [g0, g1, . . . , gn]
T
,

F =


f00 f01 . . . f0m
f10 f11 . . . f1m
...

... . . .
...

fn0 fn1 . . . fnm

 ,

where pj , rj , gj are given as in (2.1) but fij are given as in (2.5).
Using (3.2), (3.3), (3.4), (4.1) and substituting in equation (1.1), it is easy

to obtain that

ΦT
l,n(x)ADΦτ,m(t) + aΦT

l,n(x)D
TAΦτ,m(t)− bΦT

l,n(x)(D
T )2AΦτ,m(t)

= ΦT
l,n(x)AV ΓKΦτ,m(t) + ΦT

l,n(x)FΦτ,m(t).
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Hence the residual Rn,m(x, t) for (1.1) can be written as

Rn,m(x, t) = ΦT
l,n(x)

[
AD + aDTA− b(DT )2A−AV ΓK − F

]
Φτ,m(t)

= ΦT
l,n(x)HΦτ,m(t),

where

H = A (D − V ΓK) +
(
aDT − b(DT )2

)
A− F.

For finding a typical matrix formulation, similar to the typical tau method, we
eliminate one last column and two last rows of the matrix H, then we generate
(n− 1)×m algebraic equations by using the following algebraic equations

Hij = 0, i = 0, 1, . . . , n− 2, j = 0, 1, . . . ,m− 1,

namely∫ l

0

∫ τ

0

Rn,m(x, t)Lτ,i(t)Ll,j(x)dtdx, i = 0, 1, . . . , n− 2, j = 0, 1, . . . ,m− 1.

(4.2)

Also, by substituting equations (2.4), (4.1) in equations (1.2) ,(1.3) we have

ΦT
l,n(x)AΦτ,m(0) = ΦT

l,n(x)G,

ΦT
l,n(0)AΦτ,m(t) = PΦτ,m(t),

ΦT
l,n(1)AΦτ,m(t) = RΦτ,m(t),

which implies

AΦτ,m(0) = G, (4.3)
ΦT

l,n(0)A = P, (4.4)
ΦT

l,n(1)A = R. (4.5)

We can find n + 1 linear algebraic equations from (4.3), m linear algebraic
equations by choosing m equations from (4.4), similarly m equations from
(4.5) and finally (n − 1) × m equations from (4.2). Since the number of the
unknown coefficients aij is equal to (n + 1) × (m + 1) we generate a system
of (n + 1) × (m + 1) equations. Consequently un,m(x, t) given in (2.4) can
be calculated. In our implementation, we have solved this system using the
Mathematica Solve function.
In all the considered examples in section 6, this function has succeeded to obtain
an accurate approximate solution of the system. We summarize the algorithm
of the method as follows.

Algorithm of the method.
Step 1. Choose the set of shifted Legendre polynomials

{
Ll,i(x)

}n

i=0
,
{
Lτ,j(t)

}m

j=0
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and let the approximate solution be un,m(x, t) =

n∑
i=0

m∑
j=0

ai,jLl,i(x)Lτ,j(t).

Step 2. Find the coefficient matrix V with respect to Xx =
[
1, x, x2, . . . , xm

]T
,

such that Φl,m(x) = V Xx.

Step 3. Use Equations (3.2), (3.3), (3.4), (4.1) convert problem (1.1) and
boundary conditions (1.2), (1.3) to an algebraic system.
Step 4. Linearize the supplementary conditions in the same way as mentioned
in step 3.
Step 5. We can find n+1 linear algebraic equations from (4.3) , 2m equations
from (4.4) ,(4.5) and m(n− 1) equations from (4.2) in the obtained system.
Step 6. Solve the system obtained from step 4 and 5 to find the unknown
coefficient ai,j , i = 0, 1, . . . , n, j = 0, 1, . . . ,m.

5. Convergence Analysis

In this section we present the convergence analysis for the proposed function
approximation and error estimation for Legendre spectral tau method.

Theorem 5.1. (convergence theorem) If a continuous function u(x, t), defined

on [0, l]× [0, τ ], has bounded mixed fourth partial derivative ∂4u(x, t)

∂x2 ∂t2
, then the

shifted Legendre expansion of the function as
∞∑
i=0

∞∑
j=0

ai,jLl,i(x)Lτ,j(t) converges

uniformly to the u(x, t).

Proof. Let u(x, t) be a function defined on [0, l]× [0, τ ] such that
∣∣∣∂4u(x, t)

∂x2 ∂t2

∣∣∣ ≤
α, where α is a positive constant and

ai,j =

(
2i+ 1

τ

)(
2j + 1

l

)∫ τ

0

∫ l

0

u(x, t)Lτ,i(t)Ll,j(x)dxdt,

i = 0, 1, . . . , n, i = 0, 1, . . . ,m.

By partial integration and using following equation

L′
l,i+1 − L′

l,i−1 =
2

l
(2i+ 1)Ll,i(x)
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we have

ai,j =
2j + 1

2τ

∫ τ

0

u(x, t)
(
Ll,i(x)− Ll,i−1(x)

)∣∣∣l
0
Lτ,j(t)dt

− 2j + 1

2τ

∫ τ

0

∫ l

0

∂u(x, t)

∂x

(
Ll,i(x)− Ll,i−1(x)

)
Lτ,j(t)dxdt

= −2j + 1

2τ

∫ τ

0

∫ l

0

∂u(x, t)

∂x

(
Ll,i(x)− Ll,i−1(x)

)
Lτ,j(t)dxdt

= − (2j + 1)l

4τ

∫ τ

0

∂u(x, t)

∂x

(Ll,i+2(x)− Ll,i(x)

2i+ 3
− Ll,i(x)− Ll,i−2(x)

2i− 1

)∣∣∣l
0
Lτ,j(t)dt

+
(2j + 1)l

4τ

∫ τ

0

∫ l

0

∂2u(x, t)

∂x2

(Ll,i+2(x)− Ll,i(x)

2i+ 3
− Ll,i(x)− Ll,i−2(x)

2i− 1

)
Lτ,j(t)dxdt

=
(2j + 1)l

4τ

∫ τ

0

∫ l

0

∂2u(x, t)

∂x2

(Ll,i+2(x)− Ll,i(x)

2i+ 3
− Ll,i(x)− Ll,i−2(x)

2i− 1

)
Lτ,j(t)dxdt.

Now, let Ql,i(x) = (2i− 1)Ll,i+2 − 2(2i+ 1)Ll,i(x) + (2i+ 3)Ll,i−2(x) then we
have

ai,j =
(2j + 1)l

4τ(2i+ 3)(2i− 1)

∫ τ

0

∫ l

0

∂2u(x, t)

∂x2
Ql,i(x)Lτ,j(t)dxdt

=
lτ

16(2i+ 3)(2i− 1)(2j + 3)(2j − 1)

∫ l

0

∫ τ

0

∂4u(x, t)

∂t2∂x2
Ql,i(x)Qτ,j(t)dtdx,

thus

|ai,j | ≤
lτ

16(2i+ 3)(2i− 1)(2j + 3)(2j − 1)

∫ l

0

∫ τ

0

∣∣∣∂4u(x, t)

∂t2∂x2

∣∣∣|Ql,i(x)||Qτ,j(t)|dtdx

≤ lτα

16(2i+ 3)(2i− 1)(2j + 3)(2j − 1)

∫ l

0

|Ql,i(x)|dx
∫ τ

0

|Qτ,j(t)|dt.

Also we have(∫ l

0

|Ql,i(x)|dx
)2

=
(∫ l

0

|(2i− 1)Ll,i+2(x)− 2(2i+ 1)Ll,i(x) + (2i+ 3)Ll,i−2(x)|dx
)2

≤
(∫ l

0

(1)2dx
)(∫ l

0

(2i− 1)2Ll,i+2(x)
2 + (4i+ 2)2Ll,i(x)

2 + (2i+ 3)2Ll,i−2(x)
2
)
dx

≤ l
( (2i− 1)2l

2i+ 5
+

(4i+ 2)2l

2i+ 1
+

(2i+ 3)2l

2i− 3

)
≤ 6l2(2i+ 3)2

2i− 3
.

Then we get ∫ l

0

|Ql,i(x)|dx ≤
√
6l(2i+ 3)√
2i− 3

.
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Thus we obtain

|ai,j | ≤
lτα

16(2i+ 3)(2i− 1)(2j + 3)(2j − 1)
×

√
6l(2i+ 3)√
2i− 3

×
√
6τ(2j + 3)√
2j − 3

≤ 3l2τ2α

8
√

(2i− 3)3
√
(2j − 3)3

.

Consequently,
∞∑
i=0

∞∑
j=0

ai,j is absolute convergent and thus the expansion of the

function converges uniformly. □

Theorem 5.2. Let u(x, t) be a continuous function defined on [0, l]× [0, τ ] with

bounded mixed fourth partial derivative, say
∣∣∣∂4u(x, t)

∂x2 ∂t2

∣∣∣ ≤ α, then we have the
following accuracy estimation

εn =
(∫ τ

0

∫ l

0

(u(x, t)−
n∑

i=0

m∑
j=0

ai,jLl,i(x)Lτ,j(t))
2dxdt

)1/2

≤ 3αl2τ2
√
lτ

8

√√√√ ∞∑
i=n+1

1

(2i− 3)4

∞∑
j=m+1

1

(2j − 3)4
. (5.1)

Also in the case of n = m the error bound is εn ≤ 3αl2τ2
√
lτ

8

∞∑
i=n+1

1

(2i− 3)4
.
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Proof.

ε2n =

∫ τ

0

∫ l

0

(
u(x, t)−

n∑
i=0

m∑
j=0

ai,jLl,i(x)Lτ,j(t)
)2

dxdt

=

∫ τ

0

∫ l

0

( ∞∑
i=0

∞∑
j=0

ai,jLl,i(x)Lτ,j(t)−
n∑

i=0

m∑
j=0

ai,jLl,i(x)Lτ,j(t)
)2

dxdt

=

∫ τ

0

∫ l

0

( ∞∑
i=n+1

∞∑
j=m+1

ai,jLl,i(x)Lτ,j(t)
)2

dxdt

=

∫ τ

0

∫ l

0

∞∑
i=n+1

∞∑
j=m+1

a2i,jL
2
l,i(x)L

2
τ,j(t)dxdt

=

∞∑
i=n+1

∞∑
j=m+1

a2i,j

∫ l

0

L2
l,i(x)dx

∫ τ

0

L2
τ,j(t)dt

=

∞∑
i=n+1

∞∑
j=m+1

a2i,j
lτ

(2i+ 1)(2j + 1)

≤
∞∑

i=n+1

∞∑
j=m+1

9α2l5τ5

64(2i− 3)3(2j − 3)3(2i+ 1)(2j + 1)

≤ 9α2l5τ5

64

∞∑
i=n+1

∞∑
j=m+1

1

(2i− 3)4(2j − 3)4

=
9α2l5τ5

64

∞∑
i=n+1

1

(2i− 3)4

∞∑
j=m+1

1

(2j − 3)4
.

Then we have

εn ≤ 3αl2τ2
√
lτ

8

√√√√ ∞∑
i=n+1

1

(2i− 3)4

∞∑
j=m+1

1

(2j − 3)4
, (5.2)

which in the case of n = m, εn ≤ 3αl2τ2
√
lτ

8

∞∑
i=n+1

1

(2i− 3)4
□

6. Error Estimation

In this section, we state the estimate error for Legendre spectral tau method.
Firstly, we define

en,m(x, t) = u(x, t)− un,m(x, t), (6.1)

the error function of the Legendre tau approximation un,m(x, t) to u(x, t),
where u(x, t) is the exact solution of (1.1). Therefore by using equations (6.1)
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and (1.1) we have,

(en,m)t(x, t)+a(en,m)x(x, t)−b(en,m)xx(x, t) =

∫ t

0

k(t−s)en,m(x, s)ds+Hn,m(x, t),

Hn,m(x, t) is a perturbation term associated with un,m(x, t) and can be ob-
tained with following formulae

Hn,m(x, t) =

∫ t

0

k(t−s)un,m(x, s)ds+f(x, t)−(un,m)t(x, t)−a(un,m)x(x, t)+b(un,m)xx(x, t),

and the boundary conditions

en,m(x, 0) = u(x, 0)− un,m(x, 0)

= g0(x)− un,m(x, 0),

en,m(0, t) = u(0, t)− un,m(0, t)

= f0(t)− un,m(0, t),

en,m(l, t) = u(l, t)− un,m(l, t)

= f1(t)− un,m(l, t).

We proceed to find an approximation (en,m)n1,m1(x, t) to the en,m(x, t) in
the same as we did for the solutions of equations (1.1), (1.2) and (1.3). ((n1,m1)

denotes the Tau degree of en,m(x, t)).

7. Numerical Results and Comparisons

In this section, we present four numerical examples to demonstrate the ac-
curacy of the proposed method. The results show that this method, by select-
ing a few number of shifted Legendre polynomials is accurate. Let tn = nk,
n = 0, 1, 2, . . . ,M , k =

T

M
, xi = ih, i = 0, 1, 2, . . . , N, h =

L

N
where M , N

respectively denotes the final time level tM and the final space level xN , N +1

is the number of nodes. In order to check the accuracy of the proposed method,
the maximum absolute errors and L2 norm errors between the exact solution
u(x, t) and the approximate solution un,m(x, t) are given by the following def-
initions.

Maximum norm error: ∥ eM ∥∞= max | u(xi, tM )− un,m(xi, tM ) |.

L2 norm error: 1

N

(
N∑
i=0

| u(xi, tM )− un,m(xi, tM ) |2
)1/2

.

Some important non-dimensional parameters in numerical analysis are defined
as follows
Courant number : Cr = a

k

h
,
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Diffusion number: S = b
k

h2
,

Grid Peclet number: Pe =
Cr

S
=

a

b
h.

When the Peclet number is high, the convection term dominates and when the
Peclet number is low, the diffusion term dominates.

Example 7.1. As a first application, we offer the following convection-diffusion
integro-differential equation

ut(x, t) + aux(x, t)− buxx(x, t) =

∫ t

0

u(x, s)
3
√
t− s

ds+ f(x, t), x ∈ [0, 1] , t > 0,

with a = 0.005, b = 0.5 and the following initial condition

u(x, 0) = 1− cos 2πx+ 2π2x(1− x), 0 ≤ x ≤ 1,

and boundary conditions

u(0, t) = u(1, t) = 0, 0 ≤ t ≤ 1,

f(x, t) = 2(1 + t)(1 + 2π2(1− x)x− cos 2πx)+

3

40
t2/3(20 + 3t(8 + 3t))(−1 + 2π2(−1 + x)x+ cos 2πx)

− 0.5(1 + t)2(−4π2 + 4π2cos 2πx)+

0.005(1 + t)2(2π2(1− x)− 2π2x+ 2π sin 2πx).

The exact solution of the problem is

u(x, t) = (t+ 1)2(1− cos 2πx+ 2π2x(1− x)).

The maximum absolute errors and L2 norm errors between the exact solution
u(x, t) and the approximate solution un,m(x, t) with various choices of (n = m)

and two different grid sizes N = 100, M = 10 and N = 50 , M = 100 are
presented in table 7.1. In this problem for h = 0.01 , pe = 0.0001 and for
h = 0.02, pe = 0.0002 which shows that the diffusion term dominates. We see
in this table that the results are accurate for even small choices of n, m. Fig 1
shows the error functions u(0.9, t)− u11,11(0.9, t) and u(x, 0.7)− u11,11(x, 0.7).
The maximal errors for different n, m and the grid size N = 100, M = 50 are
shown in Fig 2, which can be used to show the convergence behavior of the
method. In [24] the authors applied the cubic B-spline collection method to
introduce an approximation solution of this problem, the best result is achieved
at N = 100, M = 10 and k = 0.00001 which the L2 norm error is 4.54× 10−8.
Regarding table 7.1, we observe that the approximation solution by legendre
spectral method is more better than those obtained in [24]. The L2 norm error
in N = 100, M = 10 and k = 0.00001 by our method is 4.09× 10−10.
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Table 1. ∥ eM ∥∞ is the Maximum norm error and ∥ eM ∥2
is L2 norm error .

M = 10 N = 100 M = 100 N = 50

n = m ∥ eM ∥∞ ∥ eM ∥2 ∥ eM ∥∞ ∥ eM ∥2
7 3.29× 10−3 9.57× 10−5 2.33× 10−2 1.85× 10−3

9 1.02× 10−4 2.85× 10−6 6.34× 10−4 5.04× 10−5

11 2.08× 10−6 5.72× 10−8 1.19× 10−5 9.41× 10−7

13 3.01× 10−8 1.02× 10−9 3.18× 10−7 1.87× 10−8

15 1.00× 10−8 4.09× 10−10 2.07× 10−7 1.79× 10−8

(a) error function (b) error function

Figure 1. Errors at x = 0.9 (left) and t = 0.7 (right) with
m=n=11 for Example 7.1.

Figure 2. An illustration of the rate of convergence for the
Legendre spectral tau method with various n, m of Example
7.1.
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Example 7.2. Consider the following convection-diffusion integro-differential
equation

ut(x, t) + aux(x, t)− buxx(x, t) =

∫ t

0

u(x, s)
4
√
t− s

ds+ f(x, t), x ∈ [0, 1] , t > 0,

with a = 0.5, b = 0.001 and the following initial condition

u(x, 0) = 2sin2 πx, 0 ≤ x ≤ 1,

and boundary conditions

u(0, t) = u(1, t) = 0, 0 ≤ t ≤ 1,

f(x, t) = 6.28319(1 + t+ t2)cos πx sin πx+ 2(1 + 2t)sin2 πx−
8

231
t3/4(77 + 4t(11 + 8t))sin πx2

− 0.002(1 + t+ t2)(2π)2cos πx2 − 2(π)2sin2 πx).

The exact solution of this problem is

u(x, t) = 2(t2 + t+ 1)sin2 πx.

In this example, we implement the Legendre spectral tau method to solve the
convection-diffusion integro-differential equation and the results of this example
which show the maximum absolute error for different choices of n, m are shown
in Table 7.2. Also The graph of the maximum absolute error function is shown
in Fig 3.

Table 2. Maximal absolute error(|u(x, 0) − un,m(x, 0)|) for
different choices of n,m.

x m=n=9 m=n=11 m=n=13
0 1.12× 10−4 2.39× 10−6 1.87× 10−8

0.1 2.11× 10−5 6.90× 10−7 4.66× 10−10

0.2 5.20× 10−6 5.68× 10−7 1.31× 10−9

0.3 2.12× 10−5 5.88× 10−7 2.96× 10−9

0.4 2.77× 10−5 4.17× 10−7 4.14× 10−9

0.5 1.18× 10−14 4.25× 10−14 9.43× 10−13

0.6 2.77× 10−5 4.17× 10−7 1.07× 10−9

0.7 2.12× 10−5 5.88× 10−7 7.89× 10−9

0.8 5.20× 10−6 5.68× 10−7 1.79× 10−9

0.9 2.11× 10−5 6.90× 10−7 1.5× 10−10

1 1.12× 10−4 2.39× 10−6 5.45× 10−8
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Figure 3. Error function (|u(x, t)−un,m(x, t)|) for the exam-
ple 7.2 , when m = n = 11.

In table 7.3 we make a comparison of the presented method with the cubic
B-spline method proposed in [24]. Obviously, our method is more accurate
than cubic B-spline method in [24].

Table 3. The comparison between proposed method in [24]
and the Legendre spectral method (m = n = 15) .

N = 100 B-spline method [24] Legendre spectral tau method
M ∥ eM ∥2 ∥ eM ∥2
10 3.94× 10−10 2.51× 10−10

50 1.97× 10−9 3.52× 10−10

100 3.94× 10−9 4.90× 10−10

500 1.97× 10−8 1.21× 10−9

Example 7.3. Consider the following convection-diffusion integro-differential
equation [24]

ut(x, t)+0.05ux(x, t)−0.4uxx(x, t) =

∫ t

0

u(x, s)√
t− s

ds+f(x, t), x ∈ [0, 1] , t > 0,

with initial condition

u(x, 0) = sin πx, 0 ≤ x ≤ 1,

and boundary conditions

u(0, t) = u(1, t) = 0, 0 ≤ t ≤ 1,

f(x, t) = 0.15708(1 + t)2cos πx+ 2(1 + t)sin πx+ 3.94784(t+ 1)2sin πx−
2

15

√
t(15 + 4t(5 + 2t))sin πx.
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The exact solution of this initial value problem is

u(x, t) = (t+ 1)2sin πx.

Table 7.4 displays the L2 norm errors using cubic B-spline method [24] and
Legendre spectral tau method for N = 100, k = 0.0001 at different time levels
M . The results show that the approximate solution by presented method is
more better than those obtained in [24].

Table 4. The comparison between proposed method in [24]
and the Legendre spectral method (m = n = 13) .

N = 100 B-spline method [24] Legendre spectral tau method
M ∥ eM ∥2 ∥ eM ∥2
10 1.32× 10−7 4.20× 10−8

50 3.31× 10−7 1.40× 10−8

100 5.73× 10−7 7.38× 10−9

500 2.43× 10−6 9.08× 10−9

Example 7.4. Consider the following convection-diffusion integro-differential
equation [24]

ut(x, t)+0.5ux(x, t)−0.005uxx(x, t) =

∫ t

0

u(x, s)
3
√
t− s

ds+f(x, t), x ∈ [0, 1] , t > 0,

with initial condition

u(x, 0) = cos πx, 0 ≤ x ≤ 1,

and boundary conditions

u(0, t) = (t+ 1), u(1, t) = −(t+ 1), 0 ≤ t ≤ 1,

f(x, t) = cos πx+ 0.04934(1 + t)cos πx− 3

10
t
2
3 (5 + 3t)cos πx− 1.57079(t+ 1)sin πx.

The exact solution of this initial value problem is

u(x, t) = (t+ 1)cos πx.

In [24] the domain [0, l]× [0, τ ] is divided into N ×M mesh with the spatial
step size h = L

N , k = T
M , respectively. For the purpose of comparison in table

7.5, we compare the L2 norm error of our method at m = n = 11, with the
method in [24].

Example 7.5. Consider the following convection-diffusion integro-differential
equation

ut(x, t) + ux(x, t)− uxx(x, t) =

∫ t

0

u(x, s)√
t− s

ds+ f(x, t), x ∈ [0, 1] , t > 0,
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Table 5. The comparison between proposed method in [24]
and the Legendre spectral method (m = n = 11) .

N = 100 B-spline method [24] Legendre spectral tau method
M ∥ eM ∥2 ∥ eM ∥2
10 1.17× 10−6 2.37× 10−10

50 2.01× 10−5 2.46× 10−10

100 7.26× 10−5 2.93× 10−10

500 1.50× 10−3 5.12× 10−10

with initial condition

u(x, 0) = sin πx, 0 ≤ x ≤ 1,

and boundary conditions

u(0, t) = u(1, t) = 0, 0 ≤ t ≤ 1,

f(x, t) = etπcos πx+ etsin πx+ etπ2sin πx− et
√
πerf(

√
t)sin πx.

The exact solution of this initial value problem is

u(x, t) = sin πx et.

We have solved this problem for m = n = 9 and compute u(x, t)− u9,9(x, t)

for different t, x. See table 7.6.
The graphs of the absolute error are shown in Fig 7.4.

Table 6. Error function u(x, t)− u9,9(x, t) for different t and
x of example 7.5 .

m = n = 9

x t = 0.1 t = 0.2 t = 0.3 t = 0.4 t = 0.5

0 3.96× 10−8 −3.22× 10−8 1.27× 10−8 1.72× 10−8 −3.27× 10−8

0.25 −5.18× 10−8 −1.34× 10−7 1.68× 10−7 −2.04× 10−8 −2.96× 10−7

0.5 −3.68× 10−8 −1.30× 10−7 2.16× 10−7 1.78× 10−8 −2.91× 10−7

0.75 −5.73× 10−9 −9.54× 10−8 3.32× 10−7 1.19× 10−7 −2.41× 10−7

1 −8.89× 10−8 −2.47× 10−7 4.79× 10−7 6.64× 10−8 −5.48× 10−7
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(a) error function (b) error function

Figure 4. Error function for m = n = 9 (left) and m = n = 7

(right) of Example 7.5

Example 7.6. Consider the following convection-diffusion integro-differential
equation

ut(x, t) + ux(x, t)− uxx(x, t) =

∫ t

0

u(x, s)√
t− s

ds+ f(x, t), x ∈ [0, 1] , t > 0,

with initial condition

u(x, 0) = ex, 0 ≤ x ≤ 1,

and boundary conditions

u(0, t) = et, u(1, t) = et+1, 0 ≤ t ≤ 1,

f(x, t) = et+x − et+x
√
πerf(

√
t).

The exact solution of this initial value problem is

u(x, t) = et+x.

The maximum norm error and L2 norm error of this example for two grid
sizes M = 50, N = 100 and M = 100, N = 50 are presented in Table 7.
pe = 0.01 , pe = 0.02 for h = 0.01 and h = 0.02, respectively. Here, Peclet
number pe is low, which indicates that the diffusion term dominates. Also the
comparison between the Legendre spectral tau error (u(x, t)− un,m(x, t)) and
the estimate error that stated in section 5 is shown in Table 7.8. We see in this
tables that the results are accurate for even small choices of n, m.

In addition, to demonstrate the convergence of the proposed method, in Fig 5,
we plot the logarithmic graph of maximum absolute error (log10Error) with
various values of n (n = m).
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Table 7. ∥ eM ∥∞ is the Maximum norm error and ∥ eM ∥2
is L2 norm error.

M = 50 N = 100 M = 100 N = 50

n = m ∥ eM ∥∞ ∥ eM ∥2 ∥ eM ∥∞ ∥ eM ∥2
5 5.35× 10−2 2.11× 10−3 4.51× 10−2 3.67× 10−3

7 2.57× 10−3 1.13× 10−5 2.77× 10−3 2.17× 10−4

9 6.84× 10−5 3.79× 10−6 1× 10−4 7.81× 10−6

11 1.58× 10−6 8.65× 10−8 2.32× 10−6 1.83× 10−7

13 2.60× 10−8 1.41× 10−9 3.71× 10−8 2.96× 10−9

Table 8. ”Error 1” is the Legendre spectral Tau error and
”Error 2” is the estimate error that stated in section 5.

x m = n = 5, t = 0 m = n = 7, t = 0

Error 1 Error 2 Error 1 Error 2
0 2.40× 10−6 2.40× 10−6 2.07× 10−8 3.55× 10−8

0.1 9.56× 10−7 9.56× 10−7 4.57× 10−9 7.93× 10−9

0.2 3.99× 10−7 3.99× 10−7 6.07× 10−9 1.10× 10−8

0.3 7.31× 10−7 7.31× 10−7 5.22× 10−10 1.13× 10−9

0.4 1.73× 10−7 1.73× 10−7 4.91× 10−9 9.52× 10−9

0.5 7.80× 10−7 7.80× 10−7 2.94× 10−10 7.05× 10−10

0.6 2.29× 10−7 2.29× 10−7 4.36× 10−9 9.18× 10−9

0.7 7.29× 10−7 7.29× 10−7 9.93× 10−11 2.61× 10−10

0.8 4.61× 10−7 4.61× 10−7 4.08× 10−9 9.50× 10−9

0.9 1.00× 10−6 1.00× 10−6 3.00× 10−9 2.40× 10−9

1 2.59× 10−6 2.59× 10−6 1.05× 10−8 2.80× 10−8

Figure 5. An illustration of the rate of convergence for the
Legendre spectral tau method with various n, m of Example
7. 6.
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8. Conclusion

In this research, the convection-diffusion integro-differential equation with a
weakly singular kernel was solved based on the Legendre spectral tau method
in conjunction with the operational matrices of partial derivatives and integral
parts. The most important section of our method is converting the problem to a
linear system of algebraic equations. The performance of the proposed method
for the considered problems was measured by calculating the maximum norm
error and L2 norm error. Also, we are able to demonstrate the errors of the tau
approximations decay exponentially, which is a desired feature for a spectral
tau method. The proposed method is also valid and efficient for different values
of α, 0 < α < 1. This results confirmed by some numerical experiments.
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